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Is Gamma-Band Activity in the Local Field Potential of V1
Cortex a “Clock” or Filtered Noise?

Samuel P. Burns,'? Dajun Xing (f8x %), and Robert M. Shapley!'-2

'Center for Neural Science and 2Courant Institute of Mathematical Sciences, New York University, New York 10012

Gamma-band (25-90 Hz) peaks in local field potential (LFP) power spectra are present throughout the cerebral cortex and have been
related to perception, attention, memory, and disorders (e.g., schizophrenia and autism). It has been theorized that gamma oscillations
provide a “clock” for precise temporal encoding and “binding” of signals about stimulus features across brain regions. For gamma to
function as a clock, it must be autocoherent: phase and frequency conserved over a period of time. We computed phase and frequency
trajectories of gamma-band bursts, using time-frequency analysis of LFPs recorded in macaque primary visual cortex (V1) during visual
stimulation. The data were compared with simulations of random networks and clock signals in noise. Gamma-band bursts in LFP data
were statistically indistinguishable from those found in filtered broadband noise. Therefore, V1 LFP data did not contain clock-like
gamma-band signals. We consider possible functions for stochastic gamma-band activity, such as a synchronizing pulse signal.

Introduction
The gamma-band of the local field potential (LFP) in many areas
of cortex shows increased spectral power during stimulation
(Gray etal., 1989; Logothetis et al., 2001; Pesaran et al., 2002; Gail
et al., 2004; Henrie and Shapley, 2005). Theorists have proposed
gamma activity enables different regions of the brain to commu-
nicate, e.g., to “bind” aspects of a stimulus (Gray et al., 1989;
Buzsaki and Chrobak, 1995; Hopfield, 1995; Buzséki, 2006; Fries
et al., 2007; Cardin et al., 2009; Colgin et al., 2009; Traub and
Whittington, 2010). Synchronization of neurons through
gamma activity has been suggested to enhance response saliency
as an attention mechanism (Fries et al., 2001). The ubiquitous
nature of gamma activity in cortex and its malfunction in psychi-
atric disorders such as schizophrenia (Gonzalez-Burgos and
Lewis, 2008) and autism (Wilson et al., 2007) have led some to
claim that gamma may even be connected to consciousness (Uhl-
haas et al., 2009). Most gamma-band synchronization studies
have reported correlations or coherence between neuronal net-
works under different types of stimulation, but few have exam-
ined gamma activity for the control signal they claim is present.
Previously, gamma oscillations were thought to provide a reg-
ular temporal reference signal for the brain; we call this idea the
“clock” theory of gamma activity. A clock signal would be auto-
coherent, meaning that it would have a stable temporal frequency
and a consistent phase. By consistent phase, we mean that the
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phase at a single electrode remains within relatively narrow
bounds over multiple periods of oscillation. Fries et al. (2007)
proposed that gamma activity supplies a “temporal reference
frame” in which the “precise spike timing” of individual spikes
encodes information relative to the consistent phase of gamma
activity. Multiple cycles of gamma oscillations would ensure re-
dundancy for unambiguous information transmission (Fries et
al., 2007). In vitro studies have investigated the possibility that
networks of inhibitory neurons may provide a rhythmic tempo-
ral structure for synchronizing neurons (Whittington et al., 1995;
Cardin et al., 2009; Traub and Whittington, 2010). Chattering
cells and gap junctions have also been proposed as possible
sources of regular gamma oscillations (Gray and McCormick,
1996; Mancilla et al., 2007). Several researchers have described
how gamma activity can be used as a reference timing signal
(Buzséki and Chrobak, 1995; Hopfield, 1995; Whittington et al.,
1995; Cardin et al., 2009).

In this study, we examined the general question of whether or
not gamma activity can be used as a clock signal. The “clock” we
refer to here is in the form of intrinsic damped autocoherent
oscillations whose time scale is set by the internal dynamics of the
cortical network. To test whether a clock was present in gamma
activity in V1 cortex, we measured the distribution of the time
scale and frequency of all damped gamma-band autocoherent
bursts that could provide a timing signal. Then we compared the
data with simulations of both random networks and with clock
signals added to noise. The comparisons revealed that V1 did not
generate clock-like gamma-band signals.

Materials and Methods

Methods overview. To characterize bursting observed in the gamma-band
of LFP data at each electrode, we simulated synthetic data using a Burst
model, which contained autocoherent bursts (persistent bursts of
gamma activity with a phase that remains within narrow bounds), and a
Noise model, with bursts that occurred by chance. To produce the Noise
model simulations, we simply phase-shuffled the empirical data acquired
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during stimulation. To generate the Burst model, we added bursts, whose
parameters were fit to the data, to simulated spontaneous (no stimula-
tion) LFPs. The distributions of the frequency and duration of autoco-
herent gamma bursts generated by simulations of both the Burst and
Noise models were statistically compared with empirical distributions
measured from V1 LFP data. Ideally, the empirical distributions from
LFP data would differ significantly from the distributions generated by
either the Burst model or Noise model simulations.

Crucially, we compared empirical and simulated distributions only in
electrodes whose signal-to-noise characteristics provided a 90% sensitiv-
ity to detecting differences in the simulated noise and burst data. The
particular measures we used to test for gamma bursts were the duration
(time scale) and frequency of operationally defined short bursts of
gamma activity above a prespecified threshold. To ensure that the power
spectrum of the simulated data was identical to that of the empirical data,
we generated simulated bursts that reproduced the excess gamma-band
activity observed empirically.

Surgery and preparation. Acute experiments were performed on two male
adult Old World monkeys (Macaca fascicularis). All surgical and experimen-
tal procedures were performed in accordance with the guidelines of the U.S.
Department of Agriculture and have been approved by the University Ani-
mal Welfare Committee at New York University. Details of surgical prepa-
ration and physiological monitoring are given in Burns et al. (2010). After
surgery, the monkey was anesthetized and paralyzed with a continuous in-
fusion of sufentanil citrate (6—18 wg - kg ~' - h ~',i.v.) and vecuronium bro-
mide (0.1 mg-kg ' +h ™', iv.).

Electrophysiological recordings and data acquisition. A Thomas seven-
electrode system (Thomas Recording) was used to record simultaneously
from multiple cortical sites in V1. The recording system we used has been
described previously (Burns et al., 2010).

Visual stimulation. Once all seven electrodes were located in V1 cortex,
an experiment was run with drifting sinusoidal gratings [at high contrast
(0.8), spatial frequency 2 cycle/deg, temporal frequency 4 Hz]| that cov-
ered the visual fields of all the recording sites. The stimulus was drifted in
18 different directions between 0 and 360° in 20° steps. The stimulus in
each condition was presented for 2 or 4 s, repeated between 25 and 50
times depending on the experiment.

Burst model parameters. A gamma-band “bump” in the power spectrum
can be caused by broadband stationary gamma noise (Noise model) or by
discrete packets of autocoherent gamma bursts (Burst model). In the Burst
model, the characteristic frequency and time scale of the autocoherent bursts
were fit to the properties of the data. Autocoherent bursts in the Burst model
had the functional form of a plane wave enveloped by a Gaussian,

Ae—(t—tg)z/(za'z)e[wut, (1)

at each recordingsite. The frequency, w,, time scale, o, and amplitude, A,
were fit to the features of the gamma-band “bump” in the measured
difference spectrum (stimulated power — spontaneous power) of the
data. The frequency of the bursts, w,, was set to the peak gamma-band
frequency of the data (35-55 Hz). The fact that the Fourier transform of
a Gaussian is a Gaussian was exploited to determine the time scale of the
bursts. The Fourier transform of the burst function, Equation 1, is

J’ {Ae—(r—m)ll(zﬂ)eimor}e—imr dtr = Bei(w—mo)m el/? u'z(w—mo)Z.

(2)

The o on the right hand side of Equation 2 was estimated by fitting a
Gaussian function to the gamma-band “bump” of the difference spec-
trum. This spectrally estimated o from Equation 2 is the same o found in
Equation 1: the time scale of the burst in the time domain. In the Burst
model, the broadening of the gamma-band “bump” in the power spec-
trum is inversely related to the length of discrete packets of gamma bursts
(shorter bursts generate a broader gamma-band “bump”; longer bursts
generate a narrower gamma-band “bump”). Matching the time scale or
duration of these bursts to power in the gamma-band “bump” enabled us
to reproduce the empirical power spectrum using synthetic bursts.
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For each Burst model realization, a random of number of bursts were
added with the condition that they did not overlap. The burst lengths
were allowed to vary by +50% of the value given by , and the amplitudes
of each burst were drawn randomly from the distribution of bursts seen
in the data. Parseval’s theorem (Bracewell, 1999) was used to set the
summed variance, or “energy,” of the burst time course to equal the
integrated power of the difference spectrum. Each Burst model realiza-
tion was created by summing background noise, generated by assigning
random phases to the Fourier amplitude spectrum of the spontaneous
activity and taking the inverse transform, with the simulated burst time
course with parameters fit to the difference spectrum. This procedure
generated a Burst model whose power spectrum matched that of stimu-
lated data in the gamma-band.

Continuous Gabor transform. A time-frequency analysis was used to
examine the evolution of LFP phase. The continuous Gabor trans-
form (CGT) (Mallat, 2009) was chosen over a wavelet transform be-
cause the CGT expresses the spectrum in terms of frequency rather
than scale. Here, a time resolution of 50 ms was used, resulting in a
frequency resolution of 25 Hz according to the CGT uncertainty prin-
ciple (dt df = 4/m).

Phase portraits and phase rotation. The CGT complex time series at
each frequency could be plotted as a phase portrait (in polar coordinates)
that tracked the time evolution of the oscillation. The instantaneous
phase at each time step was computed with respect to the time at the
center of the Gabor filter. For autocoherent oscillations to be localized in
the phase portraits, the local phases must be rotated to a reference time.
This procedure has been described previously (Burns et al., 2010).

Burst tracking. The onset of a burst was initiated when the spectrogram
amplitude of any frequency between 25 and 90 Hz rose above a threshold
of 2 SDs. Next we tracked the variation of the time-dependent phase at
the burst frequency. Because recordings were noisy, the phase was al-
lowed to deviate from a single fixed value. We defined a decoherence
angle over which the burst was allowed to wander and still be considered
autocoherent. The optimal decoherence angle, 45°, was the angle (deter-
mined empirically) that most accurately measured bursts of known fre-
quency and length placed in noise. Once the phase wandered farther than
the decoherence angle, the burst was determined to have ceased being
autocoherent. Using this method, we measured bursts of known length
and frequency in noise with 90% accuracy. The autocoherent burst anal-
ysis was performed for the stimulated time period (less the first and last
100 ms to avoid onset and offset effects) of all trials.

Statistical tests. Marginal and conditional distributions were statisti-
cally tested using a two-sample Kolmogorov—Smirnov (KS) test (Sprent
and Smeeton, 2007). The data’s marginal distributions of frequency and
time scale were tested against those of the Noise and Burst models at each
site using the KS test. For each marginal distribution, the observed auto-
coherent bursts in the data over all repetitions of the stimulus were
pooled to form the data sample. This sample distribution was compared
with those of the observed burst in the simulated Noise and Burst models
(1000 simulations of each model at each site) fit to the spectral properties
of that site.

Statistical power. The ability to detect autocoherent bursts when pres-
ent is referred to as statistical power. The statistical power of a site was
measured by first simulating the full Burst model and background noise.
The conditional time scale distributions of the two simulations (burst in
noise and noise only) were then tested using a KS test including a
Bonferroni correction for multiple comparisons. Sites that correctly
identified the distributions from the two simulations as different (re-
jected by the KS test) at least 90% of the time were considered to have
sufficient statistical power to be included. The 90% statistical power
criterion roughly corresponded to the data having an R-spectrum
value =2. Of 90 recording sites in V1, 53 were determined to have
sufficient statistical power. The R-spectrum was defined as the visu-
ally stimulated power spectrum frequency divided by the spontane-
ous power spectrum frequency,

Stimulated Power Spectrum (f)

R(f) = (3)

Spontaneous Power Spectrum (f)’

and is a measure of the signal-to-noise ratio of the data.
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Results A
To test for the presence of clock signals, we
compared the data with two models. The
first model, referred to as the Noise model,

Macaque V1 driven
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by optimal drifting
grating stimulus.

was based on the assumption that gamma
activity measured in cortex did not contain
deterministic structure and was the result of
filtering of random inputs by the network.
The hypothesis included the idea that the 10"
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Noise model were created by assigning
random phases to the Fourier amplitude
spectrum of the LFP and taking the in-
verse transform (Fig. 1 B). This procedure
ensured that the Noise model’s power
spectrum exactly matched that of the data
but with all phase information random-
ized. The method of generating noise by
randomizing the phase spectrum of the
Fourier transform, or phase shuffling, has 20
been used previously in nonlinear physics
(Theiler et al., 1992). More recently, a
similar phase-randomization method was
used to test for structure in low-frequency 10°
(0—20 Hz) subthreshold neurophysiolog-
ical signals (Mokeichev et al., 2007). The
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spectrogram of the Noise model, like the T —
data, had bursts of activity at varying fre-
quencies between 25 and 70 Hz (Fig. 1 D).

The LFP data are also compared with
the Burst model in Figure 1D. The Burst
model’s activity consists of noisy back-
ground activity summed with randomly
placed autocoherent bursts (Fig. 1C). The
noisy background’s time course was com-
puted by phase shuffling the “spontaneous” (blank stimulus)
Fourier amplitude spectrum. The autocoherent bursts were
modeled as Gaussian-enveloped plane waves whose frequency
and time scale were, respectively, set by the peak and width of the
site’s gamma-band power “bump” (35-55 Hz). The number of
bursts in each simulation was drawn randomly from the distri-
bution of the number of bursts observed in the data. Each burst
was randomly placed in the simulated spontaneous activity with
the condition that they did not overlap. The amplitude of each
burst was drawn randomly from the distribution of burst ampli-
tudes observed in the data. All burst amplitudes were multiplied

Figure 1.

matched the data’s spectrum.

by a constant chosen so that the integrated variance of all bursts in
the simulation matched the power in the gamma-band of the data

frequency (Hz)

80 100 0 20 40 60 80 100 0 20 40 60 80 100
frequency (Hz) frequency (Hz)

Data, Noise model and Burst model signals. A, Data recorded from visually driven macaque V1. B, Noise model:
simulated by assigning random phases to the Fourier amplitude spectrum of the stimulated data and taking the inverse transform.
€, Burst model: simulated by generating background noise from the spontaneous activity amplitude spectrum as in B summed
with bursts fit to the power spectrum of the stimulated data. D, Spectrograms and power spectra. Power spectrum of Burst model

at that site. As shown in Figure 1D, each simulation of the Burst
model generated a time series whose power spectrum matched
that of the data (see Materials and Methods for details).
Autocoherence analysis of LFP gamma activity at one V1 re-
cording site is demonstrated in Figure 2. The data’s spectrogram
is shown in Figure 2 A, the time course of the data in Figure 2B,
and phase portraits of autocoherent bursts in Figure 2C. The
time-dependent amplitude and phase were calculated using the
CGT (also known as a short-time Fourier transform or complex
spectrogram) (Mallat, 2009) with rotated phases aligned to the
beginning of the record (see Materials and Methods). Bursts were
identified and their durations calculated (see Materials and
Methods). The phase portraits of the bursts in Figure 2C coincide
with the corresponding color-coded time periods in Figure 2B,
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Figure 2.

measured in V1 LFP recordings.

with the color of each burst identifying its mean phase. A burst’s
frequency is labeled above its phase portrait and the arrows along
the burst’s phase trajectory indicate increasing time. The seven
bursts illustrated in Figure 2 demonstrate the range of frequencies
(30—70 Hz) and time scales (60—150 ms) typically present in the
data. Similar phase and frequency analyses were also performed
on the Noise model and Burst model simulations.

The LFP data consisted of extracellular recordings from two
macaque monkeys and consisted of 53 sites in V1 with sufficient
statistical power to detect differences in the simulated data (see
Materials and Methods). At each site, 25-50 repetitions of a 2—4
s optimal drifting grating visual stimulus were presented. After
analyzing the bursts, the next step was to compute empirical joint
probability distributions of the burst time scales and frequencies
for the LFP data, Noise model, and Burst model (Fig. 3). These
distributions represent the probability of occurrence of an auto-
coherent burst at a given oscillatory frequency that lasts for a
period of time given by the time scale. The Noise model distribu-
tion (Fig. 3A) strongly resembled that of the data. The Burst
model distribution (Fig. 3C) was unlike the data and Noise model
distributions, with a narrower range of frequency densities. The

Example of autocoherence analysis of V1 LFP data. A, Gamma-band spectrogram of a stimulated V1 LFP
recording. B, Time course of the recording in A with numbered bursts. C, Phase portraits of detected gamma-band bursts.
Numbers and colors of bursts correspond to matching periods in the time course in B. Frequencies of bursts are labeled
above each portrait, arrows in portraits show direction of increasing time, and burst color indicates mean phase of bursts
as coded by the color bar in B. Range of burst frequencies and times shown here are representative of those typically
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probability of the occurrence of a burst
away from the peak frequency fell off
more sharply in the Burst model distribu-
tion than in the data and in the Noise
model. At frequencies away from the
peak, the conditional time scale distribu-
tions were narrower for the Burst model
than for the data and the Noise model.

To determine the similarity of the
three distributions in Figure 3, a statistical
test was performed. Plotted in Figure 4A
are the marginal frequency distributions
of the data, Noise model, and Burst model
found by summing the joint probability
distributions over all burst time scales.
Whereas the marginal frequency distribu-
tions for the data and Noise model were
nearly identical, the Burst model’s mar-
1100 ginal frequency distribution was different
from the data’s and the Noise model’s dis-
tributions (Fig. 4A). A histogram of the
results of a series of KS tests (Sprent and
Smeeton, 2007) comparing the marginal
frequency distribution at each site (see
Materials and Methods) is plotted in Fig-
ure 4 B. The vertical dashed line is the ad-
justed 95% confidence limit [using a
Bonferroni correction to avoid problems
with multiple comparisons (Miller,
1981)]. The bin at 10 ° contains all
points with p values =10 ~°. The statis-
tics confirm one’s visual impressions of
Figure 3: V1 data and the Noise model
were statistically indistinguishable, but
the data and the Burst model were sig-
nificantly different (Fig. 4 B). At 52 of 53
sites, the KS test failed to reject the null
hypothesis that the data were filtered
noise, with 42 sites having p values
>0.1. At 52 of 53 sites, the KS test re-
jected the null hypothesis that the data
contained bursts of a characteristic time
scale and frequency described by the Burst model, with 43 sites
having p values <10 ~°.

It is conceivable that gamma activity becomes more clock-like
when the gamma-band peak is higher and narrower, but this was
not the case. There was no dependence of the KS test p values on
the amount of gamma activity (expressed in terms of signal-to-
noise ratio, SNR, using the R-spectrum; see Materials and Meth-
ods). The Burst model was strongly rejected (p < 10 ~°) at sites
with SNRs ranging from 2 to 18, indicating that the rejection of
the Burst model was not due to low SNRs. The Noise model was
notrejected ( p > 0.1) at sites with SNRs ranging from 2 to 13. KS
tests of the marginal time scale distribution did not reject both
the Noise and Burst models at a majority of sites. However, KS
tests of the conditional time scale probabilities over the pop-
ulation of all sites (due to sparse conditional measurements,
tests at each site were not possible) rejected the Burst model at
frequencies between 25 and 45 Hz. The KS test of the condi-
tional frequency and time scale probabilities over the popula-
tion did not reject the Noise model from 25 to 90 Hz and
50-200 ms.

1100 1200
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Figure 3.

Empirical joint probability distributions of measured burst frequencies and time scales over entire population of 53 sites. A, Distribution of bursts measured in Noise model simulations.

B, Distribution of bursts measured in the data. Distribution peak: 40 Hz and 71 ms. C, Distribution of bursts measured in Burst model simulations.

Discussion

We did not find evidence for the presence of a gamma clock in the
visual cortex. There were no more autocoherent (phase conserv-
ing) oscillations in gamma activity than would be expected by
chance. In this study, the autocoherence of visually driven LFPs
from macaque V1 with strong gamma-band response under
drifting grating stimulation was examined. We found that V1
gamma activity was statistically inconsistent with a clock model
fit to the spectral properties of the LFP data; in fact, it was statis-
tically indistinguishable from filtered noise.

The central concept of the clock theory is the idea that gamma
activity may serve the purpose of a local “temporal reference
frame” (Fries et al., 2007). In general, we use the term “clock” to
mean a signal that supplies a regular deterministic temporal
structure that can be used to organize time-dependent activities.
Although it may be possible for multiple, distinct neuronal net-
works to be correlated with common noisy stochastic gamma
activity (Fries, 2005; Womelsdorfetal., 2007), the gamma activity
itself does not contain any phase structure and hence does not
supply a “clock.” This means that given the arrival of one gamma-
band pulse, the network has no knowledge of when the next pulse
will arrive. The statement that gamma activity cannot be used as
a clock specifically means that neuronal networks cannot use
gamma activity as a regular temporal signal on which to base
time-dependent calculations. This result calls into question the-
ories of “binding” by coherence using gamma-band oscillations
that rely on regular, rhythmic, or autocoherent oscillations that
are established by a subpopulation of inhibitory interneuronsin a
neuronal network (Gray et al., 1989; Buzsaki and Chrobak, 1995;
Hopfield, 1995; Buzséki, 2006; Fries et al., 2007; Cardin et al.,
2009; Traub and Whittington, 2010).

Previously, we tested for the presence of an externally
stimulus-driven clock by examining phase trajectories of gamma
activity in LFPs recorded in vivo from macaque V1 stimulated
with optimal drifting gratings (Burns et al., 2010). We tested for
autocoherence by estimating the consistency of gamma-band
phase over the period of stimulation and found that, over time,
the phase of gamma activity in V1 LFPs at a single electrode (as
opposed to over multiple electrodes) varied widely and randomly
on the time scale of external stimuli (2—4 s). The goal of Burns et
al. (2010) was to test the validity of theoretical models that
claimed that external stimuli evoked sustained, deterministic,
harmonic network oscillations in the gamma-band. The data

were statistically inconsistent with such models. In summary, we
have tested gamma activity for autocoherence both on longer,
externally driven time scales set by stimuli (Burns etal., 2010) and
for shorter, internally generated time scales here. In both studies,
we did not find any autocoherent structure that could not be
found by chance in filtered noise. These combined results call
into question theories of gamma activity that claim the gamma-
band of the LFP may serve as a time-keeping signal. Furthermore,
we claim that modeling gamma activity as a regular deterministic
oscillation on any time scale is inconsistent with data recorded
from cortex and an unrealistic representation of how the brain
functions.

Other studies also have searched for temporal structure in the
spike sequences produced by single units and in LFP signals, and
concluded that oscillations and patterns in subthreshold activity
were not different from what was expected to occur in noise. For
example, Baker and Lemon (2000) demonstrated that sequences
of spikes that were thought to form distinct repeating “synfire
chains” in motor cortex were just as likely to be found in random
spike sequences whose interval statistics matched the data.
Mokeichev et al. (2007) examined low-frequency (0—-20 Hz) sub-
threshold voltage recordings for “cortical motifs” and found that
the repetition of 1 s long patterns in intracellular data recorded
from rat barrel cortex was not greater than chance. Roxin et al.
(2008) simulated a model network of stochastic binary neurons
with random connectivity and found they were also able to re-
create the distribution of “motifs” found in data, “motifs” that
were thought to be meaningful.

Recent work on gamma activity in V1 LFPs also concluded
that gamma activity does not function as a clock signal. Ray and
Maunsell (2010) studied the V1 gamma-band response in neigh-
boring networks to visual stimuli with spatially varying contrast.
They found that within a trial in which stimulus contrast across a
surface was modulated in time, the peak gamma frequency in
V1’s visual response varied according to the time-varying con-
trast. Furthermore, neighboring V1 networks (~400 wm separa-
tion) could have significantly different peak frequencies. The
variation of the gamma frequency did not support the idea of
gamma as a clocking mechanism for binding neural signals about
objects.

It may be argued there are multiple discrete “clocks” operating
at different frequencies in the gamma activity that our Burst
model at a single frequency would not capture. But the marginal
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Figure 4.  Statistical results. A, Marginal frequency distributions. B, Histogram of p values

using the KS test for data and Noise model (green) and data and Burst model (red). C, p values
described in B plotted versus gamma-band power; p values were not correlated with the
amount of gamma activity.

distribution of burst frequencies observed in the data (Fig. 4A) is
unimodal and very well fit by the Noise model (statistically indistin-
guishable in 52 of 53 sites). For a Burst model with clocks at multiple
frequencies to fit the data better than the Noise model, the number of
clocks that would need to be included would make the Burst model
indistinguishable from noise. For this reason, we believe that a Burst
model containing a small number of clocks will also not be a realistic
description of the observed gamma activity.

Gamma activity has less temporal structure than previously
thought, and for this reason the mechanism by which gamma
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activity may function as a means of communication between
networks must be reconsidered. One possibility that has been
suggested is that neuronal networks may use higher order fea-
tures of the gamma signal to communicate, such as the instanta-
neous frequency modulation of bursts (Atallah and Scanziani,
2009). Hansel and Sompolinsky (1996) simulated a model net-
work that generated chaotic synchronized states, which suggests
that chaotic gamma activity could synchronize neurons. Al-
though a chaotic gamma oscillation would not supply a regular
autocoherent oscillation as described here, chaos is deterministic
and predictable on certain time scales. If a network contains cha-
otic gamma-band oscillations, then, for short time windows de-
termined by the Lyapunov exponents of the system (Strogatz,
2001), the network will have knowledge of when the next pulse of
gamma activity will arrive. In this way, a chaotic gamma oscilla-
tion can be used as a short-term clock for time-dependent com-
putation and, if multiple networks are in the same chaotic
parameter regime, also for synchronizing different networks.
But, when analyzed using linear methods, deterministic chaotic
signals would appear to be noise. Further work on the possible
synchronizing of networks via the gamma-band will include ex-
amining the phase and frequency structure of gamma activity for
higher order correlations and for the presence of chaotic activity.

We have shown that gamma activity is indistinguishable from
filtered noise and does not supply a clock to the network, but a
noisy gamma signal may still serve a function in network compu-
tation. A mechanism that could generate a signal that consists of
filtered noise with a peak response in the gamma-band is a reso-
nant stochastic filter (Rennie et al., 2000; Kang et al., 2010). It is
possible that the stochastic gamma activity generated by such a
filter could drive the network into an activated state where the
membrane potentials of individual neurons in the network are
randomly depolarized due to input from the noisy gamma activ-
ity. On average, neurons in an activated state will be more likely to
fire in response to sparse input. Short high-amplitude bursts in
the gamma-band, if present in multiple networks, could operate
as a transient sync pulse. This pulse would not serve as a clock but
may synchronize different gamma-activated networks to fire si-
multaneously. Furthermore, the relative timing of this sync pulse
in different networks could also function in the attentional selec-
tion of different features of a stimulus.
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